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Motivation
● Attention is focusing on specific parts of the input.
● Many animals focus on specific parts of visual inputs to compute the 

responses
● Let’s include such mechanism to Deep Neural models



Image captioning task



Image captioning task



Problem
● At each iteration we generate one word
● Each word describe only a part of the 

image
● But we use the hole image representation 

h as condition for generation
● Attention will help!



Attention layer
● n input arguments y_i
● Context c
● Output z is summary of y_i 

focusing on the context c



Attention layer



Step 1



Step 2



Step 3



Step 4



Image captioning



Image Captioning with attention



Attention



Attention for Machine Translation



Translation



Neural machine translation and long sentences



Translation with attention

Bahdanau et al. "Neural Machine Translation by Jointly Learning to Align and Translate", 2014



Machine translation
● 2 LSTMs
● Encoder-decoder structure
● Generation per token (word)



Translation with attention
● Add attention block
● Each h — attention input
● Each h’ — attention context
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Attention Is All You Need
Replace LSTMs with a lot of attention! Apply to neural machine translation

● State-of-the art results 
● Much less computation for training



Transformer architecture
● Encoder: 6 layers of 

self-attention + feed-forward 
network

● Decoder: 6 layers of masked 
self-attention and output of 
encoder + feed-forward.



Layer types
● Input layer
● Per-word feedforward
● Self-attention
● Attention over encoder outputs



Input layer



Positional encoding
● Positional encoding provides relative or absolute position of given token
● Many options to select positional encoding, in this work:

● Alternative, to learn positional embeddings



Per-word feedforward



Self-attention



Scaled dot-product attention

● How Values should pay attention on Query 
using Keys

● Self-attention: Query = Key = Value



Multi-head attention
● Apply attention in K feature spaces;
● Concatenate results



Transformer







Self-attention



Multi-head attention



Attention for Point Clouds


